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Introduction 

Å E-learning is a rapidly growing educational sector as much as 8% a year through 2016 

T.Navio* Ejm`_j C-learning Market 2013-0./4 * GldglgrgReserch Limited, (2013) 

 

Å The main advantage of audio-video class material is that students can flexibly play, pause,    

  rewind or skip around material according to their needs. 

Bassili, J. N. and Joordens, S.: Media player tool use, satisfaction with online lectures and examination performance,(2008) 

 

Å According to these observations, researchers have suggested systems adjusting video  

  playback properties automatically. For example, reducing playback speed if a student is  

  taking notes. 

Park, M., Kang, J., Park, S., Cho, K.: A Natural User Interface for E-learning Learners, (2014) 

Å  However, there is no current video-playback system that can tracks user activities to  

   adjust dynamically video playback in order to support eLearning. A novel natural user  

   glrcpd_ac rf_r rp_aiq _ sqcp q fc_b kmtckclrq rm gldcp nj_w`_ai qnccb ugrfmsr cvnjgagr sqcp 

   input is needed.   
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Related Work (1) 

Å Tracking head position to control aspects of computer use 

  - Lean and zoom: A system based on a camera calculates the distance between head    

    and screen in order to adjust the magnification of displayed contents. 

Harrison, C., and Dey, A.K.: Lean and Zoom: proximity-aware user interface and content magnification (2008) 

 

  - Based on head movement, a system can adjust not only the zoom but also the location  

    and orientation of contents. 

Yamaguchi, K., Komuro, T., Ishikawa, M.: Ptz control with head tracking for video chat (2009) 

 

Å Head-trackers used to extend the capabilities of pointer input. 

  - How camera-`_qcb qwqrck rf_r rp_aiq rfc sqcp q d_ac a_l qsnnmpr nmglrgle mp qcjcargle, 

Kjeldsen, R.: Head Gestures for Computer Control (2001) 

  - Face-tracking system that allows users to quickly locate the cursor across multiple display.  

Ashdown, M., Oka, K., Sato, Y.: Combining head tracking and mouse input for a GUI on multiple monitors (2005) 

4 



Related Work (2) 
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Å Video browsing techniques 

  - System that lets users navigate the timeline of a video by directly dragging objects in the  

    displayed scene along their past or future visual path. 

Dragiceive, P., Ramos, G., Bibliowitcz, J., Nowrouzezahrai, ..:Video browsing by direct manipulation (2008) 

 

  - SmartPlayer semi-automatically adjusts the video playback speed depending on the  

    complexity of the scene presented or user defined events. 

Cheng, K., Luo, S., Chen, B., Chu, H.:SmartPlayer: user-centric video fast-forwarding (2009) 

 

  - Video control through gestures in an interface powered by the Microsoft Kinect. 

Chu, T., Su, C.: A Kinect-based Handwritten Digit Recognition for TV Remote Controller (2012) 

 

  - Playful physical interface that lets children control video content through squeezing and  

    stretching bubble-like objects. 

Ryokai, K. Raffle, H., Horii, H., Mann, Y.: Tangible video bubbles (2010) 

 



Related Work (3) 
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Å Natural User Interface (NUI) 

  - NUI means that expand beyond the mouse and keyboard and start incorporating more  

    natural forms of interaction such as touch, speech, gestures, handwriting, and vision. 

Ballmer, S.: CES 2010:A Transforming Trend-The Natural User Interface  (2010)  

 

  - NUIs are those that enable users to interact with computers in the way we interact with the  

    world.  

Jain, J., Lund, A., Wixon* B,8 Rfc dsrspc md l_rsp_j sqcp glrcpd_acq,* Gl AFG // 

 



Proposed System 
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Å State & control 

 

 

 

 

 

  - A custom head-tracker system can 

    reliably detect where the user is looking  

    and discern among four different situations. 

    The video playback speed is then adjusted 

    to conform with the current activity. 

  

  - This system bmcql r pcoscqr _lw _bbgrgml_j 

     manipulation compared to previous research. 



Proposed System 
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Å Prototype HW 

 - six axis gyro+accelerometer sensor (MPU-6050) 

   mounted on a pair of headphones, and  

   connected with wires to a controlling unit. 

  (This sensor is capable of sensing head angle) 

 

- Arduino Leonardo is micro controller serially 

  connected to a PC through USB port. This receive the value from sensor and process  

  pitch and yaw angle for decision of states. 

   

 - Calibration button ml rfc kglg `pc_b `m_pb dmp qcrrgle qr_lb_pbq md c_af qr_rc q _lejc, 



Pilot Study and Result 
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Å Evaluation for the proper video playback speed 

  - 6 participants ( graduate students, 1 female, age 27-33 ) 

  - Each student was presented with two tasks in random order following within-subject design 

  - First task : watch a short lecture video and take notes with only keyboard  

  - Second task : watch another video and take notes with my system and the keyboard. 

 - Result t(5)=4.03 , p<0.01 

    : keyboard input for automatic system = avg 1.3 (SD=1.2) 

    : keyboard-only input                          = avg 3.6 (SD=2.3)  

 

Å Semi-structure interview 

  - 0.6x is too slow and hard to understand   

  - 0.8x is enough for taking notes and slow condition. 
0.6x 0.8x 

System can reduce  
direct manipulation of user.  



Improvement 
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Å Observation from the pilot, 3 states are added 
 

 - Focus ( ) 

    Context: see contents in detail / full of interest 

    Posture: lean forward to monitor 

    Control: pause 
     

  - Skimming ( ) 

    Context: contents are easy or not important 

    Situation: reclining position 

    Control: fast forwarding (1.2x) 
 

  - Dwell ( ) 

    Context: Student lose attention for a long time 

    Situation: turn head + stay in that more than 5 sec 

    Control: pause + rewind 15 sec   



Improvement (2) 
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Å Final System overview  

 

 

 

 

 

 

  - The seven different postures. States are 

sensed by combined angular data from a head-

mounted six-axis IMU and distance data from 

an infrared proximity sensor placed at the 

bottom of the screen and facing the user. 



Experimental Condition 
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Å Material 

  - Tgbcm8 6kgl dmp c_af tgbcm ajgn amjb _lb u_pk dpmlrq * rfc qmj_p qwqrck 

 

Å Condition 

 - 12 participants (7male and 5 female ) 

 - Control condition: only keyboard input  

 - Tracked condition: both keyboard and tracking system  

 - The presentation of the videos is fully balanced. 

 
User 

Ex 1 Ex 2  

Prototype Video Prototype Video 

p1 O V1 X V2 

p2 X V1 O V2 

p3 O V2 X V1 

p4 X V2 O V1 



Experimental Condition 
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Å Evaluation List  

  - Log data (e.g. Time for staying each states, The number of transition, and so on)  

  - TLX ( Task Load Index ) to check mental, physical load and so on. 

  - SUS ( System Usability Scale ) to check usability and learnability 

  - Semi-structured interview  to check pros, cons and additional points 
 

Å  Experiment order 

  1. Introduce our experiment 

  2. Practice using prototype ( 2min ) 

  3 (6). Watch the video 

  4 (7). Test for understanding ( also, induce taking down a lecture ) 

  5 (8). TLX 

  9. SUS 

  10. Interview 

Repeat one more  

 H* @pmmic,8 QSQ8 _ osgai _lb bgprw sq_`gjgrw qa_jc &/774' 

 



Experiment 
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Å Raw data  

   

 

 

 

 
 

 

Log data  TEST, TLX, SUS and so on  



15 

Result & Discussion_ System Log 

Size of the circles = Total time was spent in each states   

Line = State Transition  

Å Hm sq`bjdc+ lnrs bnllnm sq`mrhshnm snnj ok`bd asv ŜMnql`kŝ `mc ŜNsgdqrŝ 

Å Sq`mrhshnm asv ŜMnql`kŝ `mc ŜMnsdrŝ hr nbbtqqdc lnqd eqdptdmskx hm sq`bjdc B-   

  than in control C.  

Å In tracked C, transition btw Normal and Distract is also many.  
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Result & Discussion _ TLX 

From initial t -test  

Å Significantly lower Overall Workload(p=0.016) in the tracked condition  

Å Improvement in  

  Mental Demand(p=0.011), Temporal Demand (p<0.002), and Effort (p<0.04)  

Development of NASA-TLX(Task Load Index): Results of empirical and theoretical Research (1988) 

 SG. Hart.:  NASA-task load index (NASA-TLX); 20 years later (2006) 
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Result & Discussion _ SUS 

 H* @pmmic,8 QSQ8 _ osgai _lb bgprw sq_`gjgrw qa_jc &/774' 

High Score Rank  

Å P39 ŚB`m kd`qm ax rdkeś  

Å P69 ŚD`rx sn kd`qmś 

Å P29 ŚD`rx sn trdś 

Å Question 

Å Result in Likart 5 scale 

learnability


